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Project Overview

• Unplanned downtime is costly

• Spot anomalies before becoming a problem

• Developed a ML pipeline to ingest machine 
diagnostic data

• Intuitive dashboard for monitoring all Magna 
machinery through live sensor readings and 
model output
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Team Member’s Technical Tasks

Technical Tasks Assigned

• Team Member Daniel Chen

▪ Dataset Selection

▪ Training Preprocessing

▪ Model Architecture

▪ Model Training

• Team Member Ethan Springer

▪ MQTT Bridge Node

▪ Admin Control Node/Handling

▪ Model Deployment Node(in part)

▪ Simulation/Testing Node

▪ ROS2 Pipeline Adjustments throughout Development

• Team Member Athul Syam

▪ Developed final Taskboard Page

▪ Created initial Log Pages

▪ Developed Notification signup/sending system

• Team Member Hector Dominguez Rojas

▪ Developed final Dashboard Page

▪ Developed final Log page

▪ Developed feature selection and upper/lower bound on UI

▪ Created initial Taskboard

• Team Member Liz Hanks

▪ Postprocessing node (Formatting raw and model output data to store in db)

▪ AWS server set up

▪ Initial postgresql setup

▪ Backend implementation
o Mqtt subscriber node (Handling mqtt connections from frontend)

o Backend node (Endpoints that query postgresql tables)

• Team Member Michael Gryn

▪ Data preprocessing in pipeline

▪ UI Backend endpoint support

▪ Configuration file for pipeline instances
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Technical Tasks Completed

• Team Member Daniel Chen

▪ Dataset Selection

▪ Training Preprocessing

▪ Model Architecture

▪ Model Training

• Team Member Ethan Springer

▪ MQTT Bridge Node

▪ Admin Control Node/Handling

▪ Model Deployment Node(in part)

▪ Simulation/Testing Node

▪ ROS2 Pipeline Adjustments throughout Development

• Team Member Athul Syam

▪ Developed final Taskboard Page

▪ Created initial Log Pages

▪ Developed Notification signup/sending system

• Team Member Hector Dominguez Rojas

▪ Developed final Dashboard Page

▪ Developed final Log page

▪ Developed feature selection and upper/lower bound on UI

▪ Created initial Taskboard

• Team Member Liz Hanks

▪ Postprocessing node (Formatting raw and model output data to store in db)

▪ AWS server set up

▪ Initial postgresql setup

▪ Backend implementation
o Mqtt subscriber node (Handling mqtt connections from frontend)

o Backend node (Endpoints that query postgresql tables)

• Team Member Michael Gryn

▪ Data preprocessing in pipeline

▪ UI Backend endpoint support

▪ Configuration file for pipeline instances



System Architecture
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Dashboard
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Taskboard
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Log
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Manage Notifications
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What’s left to do?

• Other Tasks

▪ Migrate drop downs to a pop-up menu

▪ Backend operation performance improvements
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Questions?
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Model Architecture
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RUL 
Output



Binary Task Test Results
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• Acc: 0.99, F1: 0.91, Precision: 1.00, Recall: 0.83

Predicted 
Normal (0)

Predicted 
Faulty (1)

Actual 
Normal (0)

6101 0

Actual Faulty 
(1)

33 161



Regression Task Test Results
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• RUL Task -> MAE: 15.48, RMSE: 15.76



Model Parameters
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• LSTM:

• W_ih (input-to-hidden): shape (4*H, I)
• W_hh (hidden-to-hidden): shape (4*H, H)
• bias_ih: shape (4*H,)
• bias_hh: shape (4*H,)
• Per layer params = 4*H*I + 4*H*H + 8*H

• Layer 1: I=32, H=128
• 4*128*32 = 16,384
• 4*128*128 = 65,536
• 8*128 = 1,024
• Layer1 total = 82,944

• Layer 2: I=128, H=128 
• 4*128*128 = 65,536
• 4*128*128 = 65,536
• 8*128 = 1,024
• Layer2 total = 132,096



Model Parameters
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• Feature encoders (per feature): two linear layers: (1×16 +16) + (16×32 
+32) = 576. With 4 features → 2,304.

• Fused Attention (embed_dim=32, heads=4):
• Q/K/V projections: 3 * 32 * 32 = 3,072
• output projection: 32 * 32 = 1,024
• biases: 128
• → 4,224

• Head Linear(128,1): 129


